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I. OVERVIEW

Estimation can be considered as an algorithm that combines a priori system knowledge to infer information from noisy observations. To some extent, the principle of estimation is to act as a means for reducing data to measurements, a task that is central to science and engineering. However, estimation implies more than just data processing, and includes computation to reduce error. Hence optimal estimation is the process of finding an estimate that minimizes the error in accordance with a specific optimality criterion.

The estimation problem need not only be considered as a single sensor measuring a single system. Rather, one of the most prominent applications of optimal estimation methods is their role in multisensor systems [4]. In this case, the job of the estimator is to distill a single optimal measure from data obtained by complementary, and potentially redundant, sensors, a familiar example of which is shown in Fig. 1.

![Image of clocks showing different times](image)

Fig. 1. What time is it? In this case the multisensor fusion problem is depicted by multiple clocks each giving different readings. The goal of estimation is to combine system knowledge to give the “best” final measure for the values of times and humidity in the room.

Intuitively, given no additional information, all one can do is to trust the measurement(s). However, additional information is often available. Estimation methods attempt to provide a means for handling these cases. In other words, it addresses the question of “how to distill multiple points into one (more meaningful) result?” To some extent, the answer is prosaic and includes techniques such as “averaging” or “maximum/minimum point selection.” Though these are common forms of estimation, they are not necessarily optimal results.

In the case of dynamic legged locomotion measurement, estimation is key as several forms of a priori knowledge are available, and include: locomotion models, governing dynamics, and sensor operational characteristics. Further, it is essential as the abrupt and discontinuous dynamics associated with the footfalls and leg thrusts corrupt the measurements, which if used uncorrected would lead to instability.

A. Definitions

Although fundamentally the same, the subject of estimation is treated with some subtle differences in the various communities that consider this problem (e.g., mechanics, signal processing, and economics). Thus, for clarity, some remarks are made on the terminology that is used to describe the estimation process.

In Newtonian mechanics, an object is free-floating and acted on by a series of forces [11]. A static system is the case when the total net force on an object is zero, an occurrence that is more prevalent than the definition suggests. A dynamic system, by contrast, is one in which the net force is not zero.

The process of estimation is based on the concept of states, which may be defined as the set of specific physical quantities that determine the system and its progression in time (absent external excitation(s)). [3].

The variables that make up the state, the state variables, are obtained from the governing mechanics. The variables chosen are not necessarily unique, but the number of variables needed to specify the state, the system order, is unique as this is based on the number of degrees of freedom of the underlying mechanics [3]. That is, the system may be described by different sets of variables, but each set will have the same number of variables. In which case, the choice of which set to employ is left as a design option; although the mechanics involved may suggest an obvious set.

Employing the mathematical formulation of a state-space allows for the state variables to be written in vector notation (i.e., a state vector), typically as \( \mathbf{x} = [x_1, x_2, \ldots, x_n] \). To insure that the number of differential equations is the same as the system order, this approach requires that the differential equations are first-order with respect to time. Thus yielding the general state-space form of differential equation as \( \dot{x} = f(x, u, t) \), where \( u \) is a vector specifying control inputs. This has the result that higher-order differential equations need to be modeled with cascading differential sets (i.e., \( \frac{d^2x}{dt^2} = \frac{d}{dt} \left( \frac{dx}{dt} \right) \)). A linear dynamic system is one in which the general dynamic system function may be represented as a linear system (i.e., the function \( f(x, u, t) \) is linear). Examples of such systems include a lumped mass acted upon by a linear spring and pendulums having small amplitudes.
When combined with linear algebra techniques, this provides a significant mathematical and notational convenience. For a state vector of dimension $n$, $x$, and a control input of dimension $m$, $u$, the output of dimension $l$, $y$, may be represented in canonical vector-matrix differential equation form as:

\begin{align*}
\dot{x} &= Ax + Bu \\
y &= Cx + Du
\end{align*}

where $u$ may be represented as $u = -Gx$ (with $-G$ being a gain matrix having a minus sign for negative feedback) and the matrices $A$ (dimension $n \times n$), $B$ (dimension $n \times m$), $C$ (dimension $l \times n$), and $D$ (dimension $l \times m$) come from the linearized system model. Also, if the system is time invariant, this is further simplified as $A$ and $B$ are constant.

The difficulty, and principal advantage, of this approach is that the equations of motion need to be in the form of differential equations. While this complicates the modeling, the state space approach is generally more physically intuitive, yields a result that may be applied directly, and importantly allows for statistical descriptions [4].

As implied in equation 1, the state-space is a time domain approach. This contrasts to the frequency domain analysis of automatic controls (i.e., servomechanism theory) in which Laplace transforms are applied to system functions to yield transfer functions for analysis by various tools such as the Bode, Root-Locus, and Nyquist methods [14]. These two forms are not not exclusive and indeed are related. The transformation from a state-vector of the state space approach to a transfer function of automatic controls is given by:

$$H(s) = C(sI - A)^{-1}B$$

In this sense, estimation may be considered as calculating the state vector from a series of observations corrupted by noise. In particular, filtering is the resultant estimate of the state-vector for a current time based on all past measurements. This compares with prediction which is the estimate of the state vector at some future time and smoothing for an estimate at some prior time [4].

For completeness, it should be noted that these definitions are generally couched in a controls viewpoint and vary slightly from those in other domains. For instance, in the computational sciences [17] the definition of state is expanded to include all aspects of the environment and system operation; and, it is further categorized as being static or dynamic on the basis of whether these variables change over a given interval. This contrasts with the aforementioned dynamics definition as it is primarily time-based as opposed to being force-based. The difference in definitions is illustrated by an example of a vehicle moving with constant velocity, which is static in the former case and dynamic in the latter.

### B. Background

Measurement errors are inevitable. While some early methods for estimation may be traced back to Galileo, formal estimation methods, in particular the method of least squares, were introduced circa 1800 and are generally attributed to Gauss [8]. In addition to least squares, Gauss also introduced the notion of a normal distribution [4]. Typically expressed as $N(x; \mu, \sigma)$, it is a key parametric function that allows for the description of a data set by its first and second moments, which are the statistical values of the mean ($\mu$) and the standard deviation ($\sigma$). This is expressed for one dimensional case (i.e., with the scalar, $x$ representing the data) as:

$$N(x; \mu, \sigma) = \frac{1}{(\sqrt{2\pi})}\exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right)$$

and, for the multivariate case (i.e., with the vectors $x$, $\mu$, and $\Sigma$ for the multidimensional data, means, and covariance matrix respectively) as:

$$N(x; \mu, \Sigma) = \det(2\pi\Sigma)^{-\frac{1}{2}} \exp\left(-\frac{1}{2}(x - \mu)^\top\Sigma^{-1}(x - \mu)\right)$$

\begin{align*}
\text{vec} &= [x_1, x_2, \ldots, x_n] \\
\mu &= [\mu_1, \mu_2, \ldots, \mu_n] \\
\Sigma &= 
\begin{bmatrix}
\sigma_1^2 & \cdots & \sigma_1\sigma_n \\
\vdots & \ddots & \vdots \\
\sigma_n\sigma_1 & \cdots & \sigma_n^2
\end{bmatrix}
\end{align*}

where the vector $x$ is multidimensional data taken for dimensions 1 to $n$, the vector $\mu$ are the most likely average values for each dimension, and the covariance matrix, $\Sigma$, is a positive semidefinite symmetric matrix holding the variances or piecewise correlations between all dimensional variables. In certain cases, it may also be consider as a matrix expression of a variance tensor.
In addition to providing a compact (two parameter) space for representing distributions, it also provides a first means for encoding stochastic concepts, a consideration that is increasingly tractable with rapid digital computing. When encoding probabilities the normal distribution belongs to the class of functions known as probability density functions that describe the likelihood of an event through a continuum. Just as probabilities are bounded to the set \([0, 1]\), the distribution function, \(p(x)\), is bounded such that \(\int p(x)dx = 1\).

Estimation in a probabilistic context was later treated by maximum likelihood methods in which the result is the event(s) which occurred with maximum probability given the observed data [4]. This framework allows for a probabilistic treatment of the data, but not the system. This concern was treated with the inclusion of random process theory to yield the Wiener filter (in the continuous case) and the Chapman-Kolmogorov equation (for the discrete case) [13]. However, the Wiener filter operates in the frequency domain and uses correlation functions and impulse responses that limit it to stationary systems (though this was later extended to non-stationary regimes). The work of Kalman [9], Bucy [10], Swerling [16], and others led to the treatment of the estimation problem in state-space and, in particular, in discrete-time, resulting in an optimal estimator for linear dynamic systems with white noise, the Kalman filter.

A popular, and central, tool for solving this inference is Bayes theorem [13]:

\[
p(x|Z) = \frac{p(Z|x)p(x)}{p(Z)} \tag{6}
\]

where \(x\) is a vector of mutually exclusive events and \(Z\) is vector of measurements made for each event. In the trivial case with no errors, the events and their measurements are identical giving that \(p(x|Z) = p(Z|x)\). This approach offers the advantage of conveniently representing both the estimated system and the observed data fully by probabilistic models [4]. This is especially beneficial with modern computing techniques as this provides an on-line mechanism for conditioning of the base probabilities (i.e., updating these values to account for new information), thus allowing for the creation of models through numerical data processing. Implicitly, though, the conditioning process assumes a Markov chain; that is, future progression from a given current value is not a function of prior values (or in other words retroactively influenced by the path to the current point). When used to find the most probable outcome given a measurement this process is referred to as Bayesian estimation.

Modern estimation methods in this domain have extended these concepts well beyond the normal function. Popular variants include: multiple model techniques such as the multi-modal filter in [2], the Assumed Density Filter (ADF) which uses moment matching to calculate true mean and variance [17]; the Unscented Kalman Filter (UKF) which accounts for non-linear environments by basing its estimate of future states on multiple points around the mean [7]; and the Particle Filter [13] which makes several predictions at each discrete step in a Monte-Carlo manner. As with the normal methods, these routines do best when the underlying model faithfully represents the dynamics. Thus a significant challenge in estimation remains application of the correct models at the correct times as too complex a model requires excessive resources, while too simple an approach is doomed by modeling errors.

## II. Linear Dynamic State Estimation Review

The state-space form is an equivalent representation of scalar second order ordinary differential equations (ODE), and thus is especially convenient for modeling linear dynamic systems. The goal of estimation in this space is to recover the state-vector from noisy measurements and is performed using methods ranging from averaging (i.e., least-squares) to full non-parametric simulations (i.e., Monte Carlo techniques).

### A. Least-squares

The typical approach to extracting signals from noisy data is the method of least-squares. For polynomial linear dynamics systems, this may be considered as curve-fitting of a polynomial against time; that is, finding the coefficients \(p_1\) and \(p_0\) for the equation \(\ddot{x} = p_1 t + p_0\) from a data series \(z_i\) collected at \(t_i\) having \(n\) points (and with \(n \geq 2\) for this linear case). The solution of this may be found with linear algebra techniques such as matrix inversion (as shown in equation (7)) or singular value decomposition (SVD) [19].

\[
\begin{bmatrix}
p_0 \\
p_1
\end{bmatrix} = \left[ \frac{n}{\sum_{i=1}^{n} t_i} \sum_{i=1}^{n} t_i^2 \right]^{-1} \left[ \sum_{i=1}^{n} z_i t_i \right] 
\tag{7}
\]

One issue with the approach as presented is that a its does not work well for linear ordinary differential equations whose solutions are not readily expressed as linear polynomials, such as a simple sinusoidal resonator given by \(\ddot{x} = -\omega^2 x\). A principal issue with this procedure, however, is that although the data may be random and noisy, calculation of the estimate is deterministic. Least squares has no means for accounting for variance of the source signal or measurements. With enough points from a linear polynomial data set, the estimate will converge to the governing linear function, but its estimate will be in error during short time intervals. Although a batch method is shown, recursive least squares methods are available and are given in [19] and [15].
B. Observers

As shown in Figure 2, the linear estimation problem may be considered to be a mode in which observations are made from a hidden true system. A classical tool for considering and analyzing this is the notion of an observer.

Fig. 2. General description of the estimation problem viewed as reconstructing the true state from partial, noisy observations

The observer framework treats the measurement as the output of the “process.” Using equation 2 as a basis, this gives a linear measurement model as \( V y = Cx \). Methods based on this notion provide a means for characterizing the variables that are visible to a system by estimating those variables that are not directly measured with specific rates of asymptotic convergence of the error given no noise [3]. Such estimation of the unmeasured variables might actually be preferable to directly measuring them given the relative strength or ease of particular sensing modalities. However, care must be taken to ensure that the portion of the state space under consideration is indeed observable. That is, that system variables are properly feedback. For example, a system comprising of a mass and a force is unobservable in position if the only measurement is the acceleration. This is because, even with the double integration, an initial position error will last indefinitely. Details of the convergence and design of observers is beyond the scope of this section and detailed in several references such as [12] and Chapter 7 of [3].

The standard observer model presented does not explicitly account for noise effects. While it provides a means for designing convergence of the measurement model to the system model, an optimality criteria is not specified. Achievement of this requires the introduction of concepts from random process representation and optimal control. These subjects are briefly surveyed here as they are extensively reviewed in [18] and [3] amongst others. As it will turn out, the linear least squares optimal result in a perfectly linear regime is the Kalman filter.

C. Random process representation

A convenient function for random processes is the normal distribution as it is both unimodal (i.e., has a single most common value) and simply specified by two parameters. Estimation with these functions is convenient and also referred to as Gaussian filters [17] or Estimation with Random Process [3]. Another advantage of the Gaussian representation is that it does not require massive quantities of data to define the model with confidence. This is convenient in highly dynamic environments where a statistical model may need to be reconditioned regularly; that is, the dynamic conditions lead to the model expiring rapidly.

The noise characteristics may be simplified in certain cases, such as when the process is stationary (i.e., measurements are not dependent of the absolute value of the time when they were taken) or when the experiments are ergodic (i.e., one sample represents the entire process). Most importantly for estimation is the consideration that measurement noise may be modeled solely as being white noise. This implies that the noise has uniform power through a spectrum, a uniform covariance, and a zero mean. As the frequency spectrum for this function is uniform, it models white (broad-spectrum) noise well, but does poorly for shot-noise and other deterministic effects.

Considering the random process as being additive only, allows for the noise to be solely represented by a vector added to the state space description. Thus, we introduce two random process vectors: \( v \) for the output noise and \( w \) for the systematic uncertainty. Adding this to the standard state-space form (Eq. 1 and 2) gives:

\[
\dot{x} = Ax + Bu + w \\
y = Cx + Du + v
\]

D. Estimation Control Duality

As indicated above, an interesting result of linear systems is that for each observable dynamic system in a filtering problem, there exists a corresponding dynamic system for the control problem [4]. The interdependency present is hardly surprising given that both estimation and control share the same plant. This similarity can be extended more formally in the description of a duality between the estimation and controls processes in which we consider the ideal estimator to be one that processes plant observations to return the current state, as compared to the ideal controller which processes the current state to return a desired plant outcome.

1The choice of notation for the random processes is not standard in the literature. For instance, the notation adopted (with \( v \) associated with the output or measurement) follows the style of [6], [19], [4], [5]. References [3], [13] switch this so that \( w \) is associated with the output and \( v \) with the system dynamics. In [17] the vectors \( \delta t \) and \( \varepsilon t \) are used for the discrete measurement and system noise respectively. Finally, the initial Kalman paper [9] treats the noise with the control vector \( u \) and thus provides no definitive standard.
TABLE I  
**SUMMARY OF THE ESTIMATION AND CONTROL DUALITY**

The advantage of this duality is that it allows the use of optimal control concepts in the determination of an optimal observer (sometimes referred to as an optimal estimator). Optimal control laws work by minimizing the deviations of the state from the desired outcome (or origin) as measured by a performance integral (i.e., through the minimization of an integral cost function). This problem is extensively treated in the controls literature, where it is noted that the solution of a general integral equation is not generally solvable except for special cases. One of these cases is in the linear dynamic regime with a quadratic integral function for the error. The rationale for this may be considered to be akin to that of the least squares criterion. Also while a quadratic criterion may well not be the design objective, it has an amenable analytic solution that translates well to the discrete domain. Typically, these problems are constructed as regulators or controllers whose objective is to converge to a zero value. Thus giving the area of *Linear Quadratic Regulator* optimal control.

### III. KALMAN FILTER

Based on the previous section, the Kalman filter (KF) may be viewed as a linear estimation technique having a least-squares optimal observer gain that returns the current state mean and variance values. A complete derivation of the KF in this sense is given in [4] and with examples in [19]. The advantage of this approach is that simplifies the modeling, especially from the dynamic equations of motion perspective taken in the modeling chapter. It also directly ties into an optimal control strategy. It should be noted that the optimal observer perspective is but one view of the Kalman filter. Given the approximate and uncertain nature of the models, they may be replaced with statistical representations of the state. Under a maximum-likelihood philosophy, the KF uses statistical functions for the measurement and model equations for the system prediction. Another complimentary, and arguably more flexible, statistical approach is to derive this filter from a Bayesian, perspective as introduced in [6]. The power of this perspective is the ability to use data to derive the models and to adapt these models via probabilistic conditioning. Also, it more directly leads to more advanced approaches such as the information filter (which is based on a dual parametric representation of the Gaussian), the Unscented Kalman Filter (which uses a statistical transform for better prediction), and the particle-filter (which is essentially a Monte Carlo technique).

#### A. Notation

The following notation is introduced to describe variables associated with the operation and development of the KF:

- \( \mathbf{x} \): the state vector
- \( \mathbf{x}_{A|B} \): the state of \( \mathbf{x} \) at time \( A \) based on data taken up to time \( B \)
- \( \hat{\mathbf{x}} \): estimate of the true state vector
- \( \mathbf{F} \): system dynamics matrix in continuous time (equivalent to \( \mathbf{A} \) in Eq. 1)
- \( \mathbf{G} \): system control matrix relating deterministic input, \( \mathbf{u} \), to the state (equivalent to \( \mathbf{B} \) in Eq. 1)
- \( \mathbf{H} \): measurement matrix in continuous time (equivalent to \( \mathbf{C} \) in Eq. 2)
- \( \mathbf{F}_i \): system model in discrete time at \( t = t_i \)
- \( \mathbf{H}_i \): measurement model in discrete time at \( t = t_i \)
- \( \mathbf{P}_i \): estimate covariance in discrete time at \( t = t_i \)
- \( \mathbf{w} \): process uncertainty (noise) vector (of type \( \mathcal{N}(0, \mathbf{s}) \))
- \( \mathbf{Q} \): process noise matrix, \( \mathbf{Q} = E \left[ \mathbf{w} \mathbf{w}^T \right] \)
- \( \mathbf{Q}_i \): \( \mathbf{Q} \) in discrete time at \( t = t_i \)
- \( \mathbf{v} \): measurement noise vectors (of type \( \mathcal{N}(0, \sigma) \))
- \( \mathbf{R}_i \): the measurement variance matrix, \( \mathbf{R} = E \left[ \mathbf{v} \mathbf{v}^T \right] \), in discrete time at \( t = t_i \)

Thus, the state-space description for the system is (Eq. 8):

\[
\dot{\mathbf{x}} = \mathbf{F}\mathbf{x} + \mathbf{G}\mathbf{u} + \mathbf{w} \quad (10)
\]

and, recalling that the measurement in estimation is the equivalent of an output in the control case, this becomes:

\[
\mathbf{z} = \mathbf{H}\mathbf{x} + \mathbf{v} \quad (11)
\]
For clarity, an illustration of the estimation process with the above notion is given in Fig. 3.

![Fig. 3. The estimation process as in terms of the above notation. Here the state moves along some unknown trajectory and its partial measurements are obscured by unknown noise. The KF combines knowledge in the form of a linear model, $x$, and its covariance, $P$ to give a final improved estimate.](image)

### B. Assumptions

Under several (ideal) assumptions, the KF provides a least-squares optimal solution. These assumptions include linear system dynamics and a mutually independent, zero-mean Gaussian (white) noise. The derivation of this is detailed in [4] and demonstrated generally in [19] and with presentation specific to mobile robots in [1].

In order to remain a Gaussian linear process, it is imperative that the future states of the filter remain Gaussian. This occurs when a Gaussian is operated on by either a linear function or another Gaussian function. This can be proved to occur given that the following assumptions hold [13]:

1. The system function ($F_{k-1}$) and the measurement function ($H_k$) are both known linear functions.
2. The random noise distributions ($w_{k-1}$ and $v_k$) are Gaussian densities of known parameters. This implies that they are mutually independent, zero-mean white Gaussian functions with covariances $Q_{k-1}$ and $R_k$.
3. The process and measurement noise terms are uncorrelated (i.e., $E[w(i)v(j)]=0\forall i,j$)

### C. Discretization

As the governing dynamics are often considered in continuous space, it is necessary to transform them to discrete space so as to be properly applied with the discrete KF. While a continuous form of the KF exists [19], the discrete form is ideal as the measurement stream and digital processing are discrete.

Starting with Eq. 10 and 11, discretization of these relations is performed for a known sampling time $t_s$ via the fundamental matrix, $\Phi(t)$ such that $F_k = \Phi(t_s)$, with:

$$\Phi(t) = \mathcal{L}^{-1}[(sI - F)^{-1}]$$

(12)

where $\mathcal{L}^{-1}$ represents the inverse Laplace transform. As inverse transforms are not always available, an approximate value for $\Phi(t)$ may be found by Taylor series expansion via:

$$\Phi(t_s) = e^{Ft_s} = I + Ft_s + (Ft_s)^2/2 + \ldots$$

(13)

$$\Phi(t_s) \approx I + Ft_s$$

For the system model, the process uncertainty and gain measurement have to similarly be discretized to get the process and measurement noise matrices $Q_k$ and $R_k$ respectively. This is performed by:

$$Q_k = \int_0^{t_s} \Phi(t)Q\Phi^T(t)dt$$

(14)

$$G_k = \int_0^{t_s} \Phi(t)Gdt$$

(15)
The discretization of the measurement noise is much simpler since the measurement is inherently discrete, thus all that is required is the covariance between each state variable, \( i \), and each sensed variable, \( j \), giving:

\[
R_k[i,j] = \sigma_{ij}^2
\]  

(16)

it should be noted that in several cases that the variables are completely independent with the result that the \( R \) matrix becomes diagonal. In these cases, the system noise matrix, \( Q \), maybe approximated in a similar manner as also being diagonal with:

\[
Q_k[i,j] \approx \begin{cases} \tau_s \cdot \sigma_{ij}^2 & i = j \\ 0 & i \neq j \end{cases}
\]  

(17)

an example of such a simplification is seen in the kinematic case of the Kalman Filter (detailed in section III-E).

D. Description of the Discrete Filter

As mentioned, the recursive KF may be considered as an online discrete observer that essentially acts to average measurements against dynamic linear system model predictions in a weighted manner to give an optimal estimate in least-squares manner given the aforementioned assumptions. The process is sketched in Fig. 4.

![Fig. 4. The recursive KF process operates on discrete measurements by predicting future state actions and then updating this with the measurement to give the final estimate.](image)

The Kalman Gain, \( K_k \), scales the update between the measurement and the prediction and is derived via the Riccati equations [19]. Thus the final state estimate, \( \hat{x}_{k|k} \), is found recursively as follows:

- **Prediction:**
  \[
  \hat{x}_{k|k-1} = F_{k-1} \hat{x}_{k-1|k-1}, \quad \text{(state prediction)}
  \]
  
  \[
  P_{k|k-1} = Q_{k-1} + F_{k-1} P_{k-1|k-1} F_{k-1}^T, \quad \text{(covariance prediction)}
  \]
  
- **Kalman Gain:**
  \[
  K_k = P_{k|k-1} H^T (HP_{k|k-1}H^T + R_k)^{-1}, \quad \text{(covariance update)}
  \]
  
- **Update:**
  \[
  \hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k (z_k - H \hat{x}_{k|k-1}) \quad \text{(state update)}
  \]

These equations verify intuition about the KF as an optimal observer. Eq. 22 shows the Kalman gain acts to weight measurement data from the innovation, or the difference between the actual measurement and forward predicted state, to the final estimate relative to the system and measurement covariances. That is, if \( Q_k \) is small the estimator will treat the system model as being excellent. Second, Eq. 21 shows the estimate covariance is reduced by additional information, even if that information has large uncertainty (i.e., \( P_{k|k} \propto (I - R_k^{-1})Q_{k-1} \)). In this way the KF operates so as to minimize the variance of the error in the estimate and do doing acts as the (linear least squares) optimal estimator for the linear estimation problem.

E. Kinematic Kalman Filter

A particular case of the KF occurs when estimating a system with no deterministic inputs and whose differential equations yield polynomial results. This results in a simplification of the system dynamics, \( F \), and fundamental matrix. In practice, this serves to represent the kinematic relations between the state variables for a rigid body, hence the “kinematic” terminology.

This gives the \( F \) matrix as:

\[
F = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix}
\]  

(23)

The discrete fundamental matrix, \( F_k \), may be found using Eq. 12 or 13. Such cases are not uncommon. For example, a static body (or a body for which no dynamic information is available) in an inertial navigation application can track position by integrating signals and adding them to the initial value. For a free body in space, the accelerations would be constant, unless it is restrained to motion on the ground plane (i.e. always normal to the gravity vector) in which case it would be zero.
Such a system may be represented with a second order state space of \( x = [y \dot{y}] \). This results in the following polynomial state space formulation for the position tracking problem:

\[
\begin{bmatrix}
\dot{y} \\
\ddot{y}
\end{bmatrix} =
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
y \\
\dot{y}
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\begin{bmatrix}
0
\end{bmatrix}
+ 
\begin{bmatrix}
g
\end{bmatrix}
\]

This results in the state space form of equations with \( \dot{x}_1 = x_2 \) and \( x_2 = u \), whose solution is given by:

\[
x(t) = c \exp(At)
\]

where \( c \) is an integration constant. This result gives the expected polynomial Newtonian equations:

\[
\begin{align*}
\ddot{y} &= -g \\
\dot{y} &= gt + p_1 \\
y &= p_0 + p_1 t + \frac{gt^2}{2}
\end{align*}
\]

where \( g \) represents gravity and the constants \( p_0 \) and \( p_1 \) are from initial conditions. A more interesting example in estimation is when noise and acceleration bias are added. If a liberal definition of the state space is employed, it may be expanded to being three dimensional (i.e., \( x = [y \dot{y} \text{BIAS}] \)). In a similar manner to the equations above, this gives an expanded state space, the result of which may be represented by the following \( F \) and \( F_k \) matrices.

\[
F = 
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}
\]

\[
F_k = 
\begin{bmatrix}
t_s & \frac{t_s^2}{2} \\
0 & t_s
\end{bmatrix}
\]

which gives the optimal observed estimate for the position as

\[
\dot{x}_k = F_{k-1} \dot{x}_{k-1} + K_k(x_k - HF_{k-1} \dot{x}_{k-1})
\]

whose simplified result in the case of no measurement error matches the expected result from mechanics given in Eq. 28.

For small discrete time intervals, this case also allows for a significant simplification of system noise. Consider the case where the only variable with systematic noise is unique to each state (i.e., no cross coupling). This would give a simple \( Q \) of

\[
Q = 
\begin{bmatrix}
s_1^2 & 0 & 0 \\
0 & s_2^2 & 0 \\
0 & 0 & s_3^2
\end{bmatrix}
\]

where the variances, \( s_1^2 \), \( s_2^2 \), \( s_3^2 \) would typically be found from experimental data (i.e., tuned). The approximate result from Eq. 17 is very similar to the exact result solved by Eq. 14 for a time interval \( t_s \) is given by:

\[
Q_k = 
\begin{bmatrix}
s_1^2 t_s + \frac{s_1^2 t_s^3}{4} + \frac{s_1^2 t_s^5}{20} \\
\frac{4s_1^2 t_s^2 + s_1^2 t_s^4}{6} & \frac{4s_1^2 t_s^2 + s_1^2 t_s^4}{8} \\
\frac{s_1^2 t_s^2 + s_1^2 t_s^4}{2} & \frac{s_1^2 t_s^2 + s_1^2 t_s^4}{2} & \frac{s_1^2 t_s^2 + s_1^2 t_s^4}{2}
\end{bmatrix}
\approx
\begin{bmatrix}
s_1^2 t_s & 0 & 0 \\
0 & s_2^2 t_s & 0 \\
0 & 0 & s_3^2 t_s
\end{bmatrix}
\]

A polynomial system model with zero system noise carries no more information than a least squares calculation. As might be expected, the polynomial KF with infinite initial conditions gives an identical result to that of a recursive least squares filter [19].

IV. PRACTICAL CONSIDERATIONS

Linear Gaussian estimators, such as the Kalman filter, have the advantage of being simple and efficient. Their simplicity derives from both the limited number of parameters needed to describe a state and the linear transition between states. In particular, each dimension of the state is entirely modeled by only two parameters: the mean (\( \mu \)) and the covariance (\( \sigma \)). The linearity allows for representation and computation by linear algebra, a boon when being implemented on a computer.

To generalize, it is important to keep the uncertainty of the state vector small when applying the EKF.
1) Matrix sizes: For ease of implementation, equation 18 is annotated below with the dimensions of the key terms where \( n \) is the dimension of the state-space (i.e., number of variables are in the state-vector), \( m \) is the measurement dimension (i.e., number of variables being sensed), and \( j \) is the dimension of the control vector (i.e., the number of variables being controlled):

\[
\begin{align*}
\dot{x}_{k|k-1} &= F_{k-1} \dot{x}_{k-1|k-1} + G_{k-1} u_{k-1} \\
P_{k|k-1} &= Q_{k-1} + F_{k-1} P_{k-1|k-1} F_{k-1}^T \\
K_k &= P_{k|k-1} H_{k}^T (H_{k} P_{k|k-1} H_{k}^T + R_k)^{-1} \\
P_{k|k} &= [I - K_k H_k] P_{k|k-1} \\
\dot{x}_{k|k} &= \dot{x}_{k|k-1} + K_k (z_k - H_k \dot{x}_{k|k-1} - HG_k u_{k-1})
\end{align*}
\]

A. Efficiency

Considering that a motivating interest for the estimation process is the synthesis of an optimal control strategy, the time required by the estimation process is a practical concern. While a minimal delay is ideal, a pertinent design consideration is not only the minimal estimation time, but also the variation in estimator performance for a marginal increase in time. In other words, does the improved estimate compensate for the cost to the controller arising from an increased delay.

An intuitive explanation for this result is that since the method cycles through dynamical models instead of computing (or rather linearising) them anew throughout the process, it is able to reuse prior results and better able to take advantage of the rhythmical structure present.

This compares favourably to the traditional EKF techniques which are on the order of \( O((k^2 n^4 + n^2)) \). Where \( k \) is the dimension of the state space and \( n \) is the dimension of the measurement space.

A second, related efficiency metric, that is popular in system design, is the memory (or resource) requirements of this estimator.

It should be noted that a small memory footprint provides an engineering benefit by allowing for compiler optimization by having the necessary data reside in high-speed cache memories.

V. SUMMARY

The previous sections have demonstrated that the recursive EKF estimate is optimal if the high restrictive assumptions hold. That is to say, no algorithm can do better in a least squares sense for this space.
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